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**Background**

*Limitations of stoquastic annealers*

- **AM**
- **QMA**
- **StoqMA**
- **MA**
- **NP**

**k-local Hamiltonian**
Kempe, Kitaev, Regev 06

**k-local stoquastic Hamiltonian**
Bravyi, DiVincenzo, Oliveira, Terhal, 08

**[Denchev et al. 2016]**
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Background

Good news: more control. Bad news: more control

\[ H(s, \lambda) = -s \lambda N \left( \frac{1}{N} \sum_{i=1}^{N} \sigma_i^z \right)^p + s(1 - \lambda) N \left( \frac{1}{N} \sum_{i=1}^{N} \sigma_i^x \right)^k - (1 - s) \sum_{i=1}^{N} \sigma_i^x \]

\[ H_0 = - \sum_{i_1, \ldots, i_p=1}^{N} J_{i_1 \ldots i_p} \sigma_{i_1}^z \cdots \sigma_{i_p}^z \]

Background

Good news: more control. Bad news: more control

\[ H(\tau) = (1 - \tau)H_B + \lambda \tau (1 - \tau)H_I + \tau H_P \]

\[ H_P = \sum_{i<j=1}^{N} J_{ij} \sigma_i^z \sigma_j^z + \sum_{i=1}^{N} h_i \sigma_i^z \quad H_B = \sum_{i=1}^{N} \sigma_i^x \]

\[ H_I^F = - \sum_{i<j=1}^{N} \sigma_i^x \sigma_j^x \quad \text{stoquastic} \]

\[ \begin{align*}
H_I^A &= + \sum_{i<j=1}^{N} \sigma_i^x \sigma_j^x, \\
H_I^M &= \sum_{i<j=1}^{N} r_{ij} \sigma_i^x \sigma_j^x.
\end{align*} \quad \text{non-stoquastic} \]

Background

Good news: more control. Bad news: more control

\begin{align*}
H(\tau) &= (1 - \tau)H_B + \lambda \tau (1 - \tau) H_I + \tau H_P \\
H_P &= \sum_{i<j=1}^{N} J_{ij} \sigma^z_i \sigma^z_j + \sum_{i=1}^{N} h_i \sigma^z_i \\
H_B &= \sum_{i=1}^{N} \sigma^x_i \\
H_I^F &= - \sum_{i<j=1}^{N} \sigma^x_i \sigma^x_j \quad \text{stoquastic} \\
H_I^A &= + \sum_{i<j=1}^{N} \sigma^x_i \sigma^x_j, \quad \text{non-stoquastic} \\
H_I^M &= \sum_{i<j=1}^{N} r_{ij} \sigma^x_i \sigma^x_j.
\end{align*}

Stoquastic:
\begin{itemize}
\item Fraction of the affected instances is large and increases with N.
\item Majority of improved instances are easy for vanilla QA and only marginal improvement in success probabilities.
\item Minimum gaps are large and they further increase once HF is applied.
\item Numbers of anticrossings decrease.
\end{itemize}

Nonstoquastic:
\begin{itemize}
\item Fractions of affected instances is small and remain relatively constant with N.
\item Majority of affected instances are hard and significant improvements to the initial success probabilities.
\end{itemize}

The Goal

Use optimal control (RL) to solve this optimal control problem!

What we want to do
Treat control of a quantum system as a temporal optimal control problem and have a controller decide/change the course of QC as it happens.
Applications:
Quantum annealing
Non-stoquastic QA
Classical Monte-Carlo
NISQ: VAE, QAQA, etc.
Error mitigation/correction
RL-driven non-stoquastic path

The p-spin model in finite size
RL-driven non-stoquastic path

*The p-spin model in finite size*
Weak-Strong Cluster Model

The power of collective tunneling
Weak-Strong Cluster Model

The power of collective tunneling

Mandra et al. 2016
Weak-Strong Cluster Model

The power of collective tunneling

Mandra et al. 2016

16-spin distribution of energies:

-2.53 (global min)
-2.47 (local min)
1.97
-1.03

2.25 (global max, degenerate)
Weak-Strong Cluster Model

The power of collective tunneling

\[ o \in \{-1, 1\}^{N_{\text{spin}} \times N_{\text{reads}}} \]

<table>
<thead>
<tr>
<th>( N_{\text{spin}} )</th>
<th>Number of nodes (spins) in the graph</th>
</tr>
</thead>
</table>

1 sweep

\( N_{\text{spin}} \) random spin flips

1 step

One opportunity to interact with the environment (receive state, suggest action)

\( N_{\text{steps}} \) Number of steps per episode

\( N_{\text{sweeps}} \) Total number of sweeps per episode, thus \( N_{\text{sweeps}} / N_{\text{steps}} \) sweeps are performed per step.

\( N_{\text{reads or rep}} \)

Number of simultaneous anneals

\( N_{\text{buffer}} \)

Size of the buffer, i.e. how many steps to take between updates to the policy network
RL on Weak-Strong Cluster Model

The model

- Can we use reinforcement learning (RL) to learn a dynamic temperature schedule to consistently find the ground state of the weak-strong clusters model.
RL on Weak-Strong Cluster Model

Simulations

![Graphs showing simulations results]
Reward structure

Numerical results

- Sparse reward
  - reward the agent with the average (over reads) final energy of an episode
- Dense reward
  - reward the agent every step with the average energy difference between the previous state and the new state.
    - Overall, better policies will have better more decreases in energy than increases.
- Engineering rewards from syndrome measurements
- Might want a nonlinear reward transformation, e.g. \( R = \exp(-\sum(dE)) \)
Sparse reward, $N_{\text{steps}}=10$, $N_{\text{buffer}}=8192$
Random initial temperature

Avoid any hyperparameter tuning

4000 sweeps
Destructive measurements

Collapse of the wave-function
Destructive measurements

Collapse of the wave-function
Destructive measurements

Collapse of the wave-function

4000 sweeps
Generalization

Turning this game into an efficient classical solver outperforming Monte-Carlo simulations

Question: Can we use RL to learn an adaptive temperature schedule to consistently find the ground state?
Classes of problems: 2D toroidal models with no local field biases and using normally-distributed couplers selected from $N(0, 0.5, [-1, 1])$. 
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Turning this game into an efficient classical solver outperforming Monte-Carlo simulations
Concluding remarks

Results

Outlook
Concluding remarks

Results

- RL has been previously used for solving quantum control problems; here we introduce RL-driven quantum computation as a method for **guiding the course of quantum computation**.
- Applications:
  - NISQ algorithms
  - Non-stoquastic adiabatic quantum computation
  - Classical Monte-Carlo simulations
  - Hyperparameter scheduling

Outlook

- Experiments on prototype devices
- Large scale classical optimization
- Hyperparameter tuning and scheduling software stack
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